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Abstract. Spectrometric data involve very high-dimensionabservations

representing sampled spectra. The correlation efrésulting spectral variables
and their high number are two sources of diffi@dtin modeling. This paper
proposes a supervised feature clustering algorithat provides dimension
reduction for this type of data in a classificatioontext. The new features
designed by this method are means of the origipedttsal variables computed on
specific ranges of wavelengths and are therefosg &ainterpret. Experiments on
real world data show that the reduction in reducgtaand in number of features
leads to better performances obtained using algerymumber of spectral ranges.

1 Introduction

Near-infrared (NIR) spectra are generally giverigé-dimensional vectors obtained
by high resolution sampling of the underlying snospectra. The corresponding
spectral variables are correlated but distinct ghow generate difficulties linked to

the “curse of dimensionality”. Some dimensionaligduction is therefore clearly

needed. However many classical solutions have thlshck of producing new

features which are difficult to interpret in terroé the original spectral variables.
While those algorithms can lead to very good penfonces, they do not provide any
knowledge on e.g. which part of spectrum is relévian the given task, which is

essential for some industrial applications.

This paper addresses these problems in the spea#e of spectra classification
via a combination of a supervised dimensionalitguation method and a feature
selection approach. The first step consists intetirgy adjacent spectral variables (as
proposed in [1] and [2] for prediction problems)orrarily to these clustering
approaches, the proposed criterion used to groepsdiniables is supervised by the
class label. The dimensionality of the data isd¢f@e reduced in an interpretable way
as each group of spectral variables is replaceitisbhyean: this corresponds roughly
to a data dependent downsampling of the observectrsp Then a feature selection
algorithm is applied to retain a limited number adfisters of spectral variables: a
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wrapper approach is used to build a Support Veltachine (SVM) on a subset of
the clusters selected in the previous step.

The rest of the paper is organized as followsti®e@ describes the clustering-
based methodology proposed in this paper and ®e8tiustrates this methodology
on two real world datasets.

2 Methodology

The proposed methodology consists in two major elgm a feature clustering
method followed by a feature selection methodhis paper, we proceed as follows:
1. aclustering hierarchy is built on the spectralataies
2. an optimal level in the hierarchy is chosen by mazing a cross-validation
based estimation of the performances of a lineacriination model
constructed on the reduced representation
3. finally, a wrapper exhaustive search is conductedhe 2 subsets of tha
new features based on the performances of a SVMetraining set.
The advantages of using a linear model in stepeZnat only computational: linear
models are immune to variable scaling issues andheadle reasonably well high-
dimensional data.
The supervised dimensionality reduction methogpsed in this paper for step
1 proceeds by clustering spectral variables that te similar informative content
about the class label. The clustering algorithithésefore applied on featurdse(the
spectral variables) and not on spectra. The praposethod is an agglomerative
bottom-up algorithm. This kind of algorithms usyalquires the following elements:
a measure of similarity between the features telbstered, a measure of similarity
between clusters, a fusion algorithm and a wagpoasent each cluster.

2.1 Similarity between spectral variables

Different criteria such as the correlation [1] &hd mutual information [2] have been
used to estimate the degree of similarity betwegssctsal variables. However, the
actual value of the parameter of interést the class label or the value to predict) is
not taken into account in these cases, which itaicdy not optimal. Indeed, two
features may not be as such related to each obhertheir informative content
regarding the parameter of interest may be the sdimeovercome this problem, a
supervised similarity measure is developed. Inipired by redundancy estimation
strategy developed in [3] for regression probleffise criterion proposed in [3]
cannot however be applied directly for classificatiindeed, this similarity measure
requires the use of distances in the joint sp¢9sY whereX(j) is a spectral variable
andY the parameter of interest. In the case of clasgitin, the parameter of interest
takes discrete values only and the notion of distan the joint space does not make
sense anymore. The similarity criterion must therafapted.

The principle of the similarity measure is theldaling: the two compared
spectral variableX(1) andX(2) are similar if the number of spectra which areilsim
according to these features but not according ¢octhss label is also similar. This
concept of “local outliers” in the joint spa¢€]j) ,Y is illustrated in Fig. 1 for a toy
example. The two classes are represented by crasskgriangles and all learning
spectra are sorted according to featd(&). The spectra considered as similar to



spectrum are itsk nearest neighbors in the space defineK{dy. Here,k equals 5.
The local outliers are the two spectra in the neéghood labeled with crosses.
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Fig. 1. The 5 neighbors of spectrumwith respect to the spectral variablgl) are the
triangles and the crosses between the two veliiezd. The crosses and the triangles
represent the labels associated to the spectrawthspectra labeled with crosses in this
neighborhood are the local outliers of spectium

A sequence with the numbers of these local astlie built for each of the two
compared spectral variable§l) and X(2). These sequences are respectively called
Ny, andny,. Each element of the sequences corresponds tectrsm in the learning
set. In the illustrated example, tlieelement ofyy is thus 2 because two of the five
nearest neighbors of spectrirhave the other label. The sequengg is built in an
analogous way. The correlation between the two esepsnyg and nyp can
consequently be considered as a measure of thiasiynbetween the two features in
a supervised manner. The proposed criterion oflaiityi between spectral variables
implies a single parametkrwhich is the number of neighbors to take intooat.

2.2 Similarity between clusters

In the proposed approach the full linkage criterisnused. This means that the
similarity between two clusters corresponds tortieimum similarity between each
pair of elementsie. spectral variables) of the clusters. This choitguees a maximal
homogeneity of the clusters.

2.3 Fusion Algorithm

The fusion algorithm adopted for this problem haerbdeveloped in [1]. It consists
of a hierarchical bottom-up algorithm for which pntonsecutive clusters (in the
sense of the spectral variables) are compared. rébgiction to consider only
consecutive clusters ensures that the clusteridgdsfine ranges of consecutive
wavelengths (or wavenumbers) and are thereforereasinterpret.

2.4 Representation of a Cluster

Each cluster must be represented in order to lauittbdel based on the clustering. In
this approach, the clusters are summarized by #enrof the included features. This
choice corresponds to a piecewise constant appatiximof the spectra.

2.5 Number of Clusters

The final number of clusters is chosen by miningzihe 3-fold cross-validation error
of a discrimination model built from the clustemt®ids. For this purpose, a linear
model is used in order to keep the computatiomad tieasonable and to avoid issues
related to variable scaling and to high-dimensityalThis part of the proposed
approach is therefore also supervised, since tlgettaralue is taken into account.
While this is not the case in the experiments riegubrin Section 3, a filtering



approach based on the mutual information (seerjd][8]) between the new features
and the target could be applied to reduce the ctatipoal requirements.

3 Experiments

This section describes the datasets used to ewalhatefficiency of the proposed
method. The experimental methodology and the resué presented.

3.1 Data and experimental methodology

The proposed supervised clustering approach istifited on two datasets from the
food industry. The first one is the Tecator [6] wlhiconsists of 215 near-infrared
spectra of meat samples. The spectra are recomtagdn 850 and 1050 nm and are
discretized into 100 spectral variables. Two classe defined on the dataset. The
first class consists of all the spectra with ldssnt14% of fat and the second class
includes the other spectra. The two classes co06t dpectra and 106 spectra
respectively. All spectra are normalized to zeroamend unit variance and are
divided into a learning set of 172 spectra andratependent test set of 43 spectra
used to evaluate the performances and not to ctaygsparameter.

The second dataset (Wine [7]) is composed of J#&kttsa of wine samples
which consist of absorbance measurements recondig imid-infrared range at 256
different wavenumbers between 4000 and 400'cBpectra number 34, 35 and 84
are considered as outliers and removed from thabdae. As in the previous case,
two classes of spectra are built: the first oneqj68ctra) corresponds to samples with
an alcohol concentration smaller than 12.5 andbther one (58 spectra) includes all
other samples. The dataset is divided into learamja test set of 91 and 30 spectra.

The experimental methodology for each databaseinsmarized in Fig. 2: the
proposed approach detailed in Section 2 is comp@ar@dSVM built on raw features
and a SVM built on the centroids of a non-suped/iglestering (as proposed in [1]).
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Fig. 2. Summary of the experimental methodologyliagpo each databases.

For both types of clustering, the number of clissie chosen according to a 3-
fold cross-validation error. The final clusterin§ Tecator counts 7 clusters for the
supervised approach and 5 for the unsupervisedatelbgy. In the case of the Wine
dataset, the supervised and unsupervised clustegimgduce 9 and 35 clusters
respectively. SVM models corresponding to all polsscombinations of the clusters
are then built. For both clustering methods, thst Iseibset of the new variables is
chosen according to the classification error on tilaéning set. The numbet of
neighbors taken into account for the supervisedteting is chosen according to the
same error. This parameter equals 3 for Tecatobdnd Wine.

3.2 Resultsand discussion

In the case of Tecator, the proposed supervisestering leads to the selection of 6
clusters represented in grey on the right partigf B. The left part of the figure



shows the unique selected cluster obtained by theupervised -clustering
methodology. For the Wine database, the supenasedthe unsupervised clustering
approaches give respectively 5 clusters and leslastvariables (Fig. 4).
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Fig. 3. Final selections of clusters for the unsuised (left) and supervised (right)
approaches on the Tecator dataset.
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Fig. 4. Final selections of clusters for the uresufsed (left) and supervised (right)
approaches on the Wine dataset.

The classification performances for the two dataaad the number of variables
(either original variables or new cluster basedspmeplied in the SVM models are
presented in Table 1 and Table 2 for the three emetpbapproaches. For the Tecator
dataset, the best performances are achieved tgupervised clustering methodology
(2.32% of incorrect classifications), which is leetthan the SVM built on raw
features and the unsupervised clustering. Bothtering approaches help reducing
drastically the number of variables included in thm®del. For Wine, the best
performances correspond also to the supervisededg (36.67% of incorrect
classifications).

Method Nb of (latent) variables % of incorrect classifications
SVM on Raw features 100 4.65
NS Clustering + SVM 1 37.21
Supervised Clustering + SVM 6 2.32

Table 1. Classification performances of the thiger@aches for Tecator.

Method Nb of (latent) variables % of incorrect classifications
SVM on Raw features 256 40.00
NS Clustering + SVM 1 56.67
Supervised Clustering + SVM 5 36.67

Table 2. Classification performances of the thmeésaged approaches for Wine.

In the case of Tecator, the supervised clustearoach leads to the selection
a cluster including the wavelengths range arour@ 9#ich corresponds to a bump
in the spectra. This result is in agreement wittatmtan be found in [8] and [1]. It
should be noted that the better performances ofsthpervised clustering method
compared with the SVM built on the original datand# explained by the reduced
number of variables implied in the classificatiordsl. Indeed, the model is not



“polluted” by variables which are not pertinent fibre classifications or which are
redundant with other variables.

The supervised clustering allows to select thst fireak of the Wine spectra,
which is in agreement with [1] and very satisfagtovhen analyzing the alcohol
concentration. Indeed, the wavenumbers range ar8686 cm' corresponds to the
absorption range of the-®l bond present in alcohol.

4 Conclusion

Reducing the dimensionality of NIR spectra is apantant issue in order to avoid the
difficulties related to the curse of dimensionaléyd to build models easier to
interpret. Clustering the spectral variables afiaackling the problem by defining
ranges of wavelengths. Moreover, a supervised alingt is certainly more
appropriate since the target value is taken intwoaet. Such clustering has been
proposed in [3] for regression problems, but thethndology cannot be applied as
such on classification problems and has to be adapta discrete target value.

In this paper, we propose a supervised clustariathodology with a modified
similarity measure between features, which cangpdied to classification problems.
This approach is applied to two real world datasetd compared to models build
from an unsupervised clustering and from the oapifeatures. The two type of
clustering methodologies help to reduce drastidhynumber of variables implied in
the models for the two datasets. Moreover, theltingLclusters correspond mainly to
parts of the spectra identified as meaningful m literature ([8] and [1]). The model
performances are improved in both cases with thersised clustering.

Some variations of the proposed methodology cooéd considered. For
instance, clusters of spectral variables can bem@anmed by their mean values but
also by additional values (e.g. maximum).
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